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Abstract 
Building	 codes	enforce	a	minimum	quality	 level	 for	buildings	 to	 ensure	 the	 safety	of	building	
occupants.	 Automated	 code	 compliance	 checking	 (ACCC)	 can	 guarantee	 the	 consistent	
application	of	all	relevant	building	codes	to	a	building	model.	Recent	developments	 in	natural	
language	 processing	 (NLP)	 constitute	 a	 promising	 solution	 for	 automated	 building	 code	
computerisation	 (ABCC)	 to	make	 them	accessible	 for	ACCC.	 This	 systematic	 literature	 review	
assesses	the	state-of-the-art	of	NLP	for	ABCC	by	analysing	41	research	articles	published	since	
2000.	 The	 NLP	 tasks	 range	 from	 document	 processing	 and	 text	 classification	 to	 information	
extraction	 and	 alignment.	We	 categorise	 the	 studies	 by	 NLP	 task,	 arrange	 them	 into	 an	 NLP	
supported	 ACCC	 process	 and	 draw	 comparisons	 regarding	 the	 general	 characteristics,	
technologies	used,	and	results	and	 limitations.	Overall,	 eight	 research	gaps	are	 identified,	and	
recommendations	for	future	research	are	provided.		
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1 Introduction 
Whenever	a	building	is	constructed,	altered,	or	demolished,	a	building	consent	is	required.	In	New	
Zealand,	there	are	over	600	codes	and	standards	to	be	considered	when	consenting	(Standards	
New	Zealand	2021).	Conventionally,	getting	building	consent	is	a	manual	process.	The	authorities	
use	 checklists	 to	 ensure	 that	 all	 relevant	 requirements	 are	 fulfilled	 (Ministry	 of	 Business,	
Innovation	 and	 Employment	 2014).	 This	 process	 can	 require	 multiple	 iterations	 until	 all	
obligations	are	met,	 consuming	a	significant	amount	of	money	and	 time	(Preidel	&	Borrmann	
2018).	In	the	last	50	years,	much	commercial	and	academic	effort	has	been applied to automating	
the	compliance	checking	process.	Eastman	et	al.	(2009)	divided	the	process	into	four	steps:	1)	
Interpret	 and	 formalise	 legal	 requirements,	 2)	 Extract	 and	 enrich	 building	 information,	 3)	
Execute	checks	(e.g.	calculations,	simulations),	and	4)	Generate	compliance	reports.	ACCC	enables	
architects	 and	 project	 managers	 to	 precheck	 their	 design	 for	 compliance,	 helps	 consenting	
authorities	avoid	repetitive	tasks,	ensures	consistency,	and	prevents	errors.	Most	ACCC	tools	are	
facing	two	main	challenges.	The	BIM	does	not	provide	sufficient	compliance	information	of	the	
necessary	quality	level,	and	the	normative	requirements,	distributed	over	numerous	codes	and	
standards,	need	to	be	computerised	and	maintained	to	circumvent	the	limitation	of	hard-coded	
and	potentially	outdated	subsets	of	applicable	rules	(Amor	&	Dimyadi	2021). 

Regulatory	 documents	 are	 typically	 authored	 in	 natural	 language,	 intended	 for	 human	
interpretation.	 The	 manual	 translation	 of	 all	 building-related	 standards,	 each	 containing	
hundreds	of	rules,	is	costly	and	time-consuming.	Due	to	the	high	complexity	and	domain-speci\ic	
terminology,	it	is	hard	to	ensure	the	quality	and	consistency	of	human	encoded	translations.	Since	
standards	 are	 frequently	 amended,	 it	 is	 a	 complex	 chore	 to	 keep	 a	 digital	 version	 up	 to	 date	
especially	without	direct	connection	to	the	original	text.		
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J.	Zhang	&	El-Gohary	(2017)	introduced	one	of	the	\irst	ACCC	systems	relying	entirely	on	NLP	
for	ABCC.	NLP	is	a	\ield	in	computer	science	that	aims	to	process	and	understand	human	language	
computationally.	 It	 comprises	 low-level	 tasks	 like	sentence	 tokenisation,	part-of-speech	 (POS)	
tagging,	and	dependency	parsing,	as	well	as	high-level	tasks	like	text	classi\ication,	information	
extraction,	question	answering,	and	machine	translation.	Rule-based	NLP	was	\irst	reported	in	
the	 1950s	 and	 is	 still	 used	 for	 domains	with	 a	 lack	 of	 training	 data.	 In	 the	 1980s,	 statistical	
methods	and	machine	learning	(ML)	gained	interest	as	computational	power	increased	and	more	
labelled	data	sets	became	available.	The	rising	popularity	of	deep	learning	and	large	transformer-
based	language	models	like	BERT	(Devlin	et	al.	2018)	and	GPT3	(Brown	et	al.	2020)	has	led	to	
incredible	progress	 in	 the	 \ield.	 Such	models	 show	semantic	and	syntactic	 \luency,	have	basic	
world	 knowledge	 and	 adapt	 to	 various	 tasks.	 By	 building	 on	 top	 of	 a	 language	 model,	 we	
hypothesise	that	the	complexity	of	domain-speci\ic	regulations	can	be	addressed	with	a	practical	
amount	of	resources.	To	the	best	of	our	knowledge,	there	is	no	survey	on	NLP	approaches	for	
ABCC.	To	\ill	this	gap,	we	conduct	a	systematic	literature	review	(SLR)	to	identify	how	NLP	can	
support	or	automate	ABCC.	In	the	following	sections,	we	describe	the	methodology,	present	and	
analyse	the	identi\ied	literature,	discuss	the	gaps	and	suggest	research	directions.	

2 Methodology 
We	adapted	the	SLR	guidelines	in	Kitchenham	(2004)	and	split	the	process	 into	four	parts:	1)	
Preparation,	2)	Literature	retrieval	and	selection,	3)	Literature	analysis,	and	4)	Documentation.	

2.1 Preparation 
An	initial	unstructured	literature	review	was	performed	to	identify	the	general	interest	in	NLP	
approaches	in	the	construction	domain	and	construct	the	following	research	questions:	
1. How	can	NLP	technologies	support	or	automate	the	interpretation	of	building	regulations?		
2. How	well	did	varying	technologies	perform	the	interpretation	tasks?		
3. What	level	of	automation	can	be	achieved	for	the	semantic	computerisation	of	building	codes?		
The	topic	of	this	SLR	is	highly	interdisciplinary,	situated	at	the	intersection	between	computer	
science,	 construction,	 and	 law.	 A	 broad	 selection	 of	 databases	 and	 academic	 search	 engines	
helped	to	cover	these	disciplines	(i.e.	ASCE	Library,	Engineering	Village,	Scopus,	SpringerLink,	
ProQuest,	and	Google	Scholar).	Table	1	presents	the	selected	search	terms.	Moreover,	inclusion	
and	exclusion	criteria	were	de\ined	to	allow	an	objective	literature	selection.	The	application	of	
NLP	 to	 non-normative	 construction	 documents	 and	 out-of-domain	 legal	 documents,	 manual	
building	code	computerisation,	and	information	retrieval	and	comparison	on	a	document	level	
were	excluded.	The	criteria	are	speci\ied	in	detail	in	Fuchs	(2021).	

	
Table 1. Search query: “NLP terms” AND (“Building regulation terms” OR (“AEC industry terms” AND “Regulation 

terms”); the plural of each building regulation term was added. 

NLP	terms		 Building	regulation	terms	 AEC	industry	terms	 Regulation	terms	
process*	NEAR	“natural	language”	 “building	code”	 “AEC	industry”	 regulation	
“natural	language	understanding”	 “building	standard”	 “construction	industry”	 regulatory	
NLP	 “construction	code”	 “building	industry”	 	
“semantic-based”	 “building	regulation”	 “AEC	domain”	 	
“text	analysis”	 “construction	regulation”	 “construction	domain”	 	
“text	processing”	 	 “building	domain”	 	
“information	extraction”	 	 “AEC	sector”	 	
“information	retrieval”	 	 “construction	sector”		 	
“text	classiAication”	 	 “building	sector”	 	
	 	 “civil	engineering”	 	

	

2.2 Literature retrieval and selection 
Three	different	search	strategies	helped	to	determine	the	primary	studies	of	this	review.	Most	
studies	were	identi\ied	in	an	extensive	database	search.	Second,	the	citations	in	the	background	
sections	of	the	included	papers	were	evaluated.	Third,	a	literature	search	for	authors	with	at	least	
three	included	articles	complements	the	results.	We	searched	for	English	language	conference	
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and	 journal	 articles	 published	 between	 2000	 and	 27	 April	 2020	 for	 database	 search	 and	 12	
August	2020	for	author	snowballing.	The	1,962	initial	database	records	were	narrowed	down	by	
removing	duplicates	(1,138	remaining),	screening	based	on	titles	(517	remaining)	and	abstracts	
(81	 remaining),	 evaluating	 full	 texts	 (49	 remaining),	 and	 removing	 identical	 studies	 (34	
remaining).	 	 Two	 additional	 relevant	 papers	were	 identi\ied	with	 backwards	 search	 and	 \ive	
papers	with	author	snowballing,	resulting	in	41	articles.	

2.3 Literature analysis process 
First,	we	extracted	the	primary	characteristics	and	contributions	of	all	papers	to	identify	the	areas	
of	interest.	These	key	phrases	were	clustered	based	on	the	research	questions.	Table	2	shows	the	
resulting	categories,	which	directed	the	systematic	extraction	of	information	from	the	papers.	
	
Table 2. Categories for the systematic analysis of the literature. 

General	 Technology	 Results	
NLP	tasks	 Technology	type	 Evaluation	results	
Document	type	 Process	steps	 Dataset	size	
Context	 Technology	stack	 Dataset	creation	
Level	of	automation	 Extracted	information	types	 Error	sources	
		 Representation	format	 Limitations	
	 Used	features	 Contributions	to	the	Aield	
	 Domain	knowledge	 	

	

2.4 Documentation 
Finally,	the	review	process	and	results	are	described	and	discussed	in	a	technical	report	(Fuchs	
2021)	and	summarised	in	this	paper.	In	the	following	sections,	we	provide	the	review	results	and	
a	comprehensive	discussion	identifying	research	gaps	and	recommendations	for	future	research	
directions.	The	readers	are	referred	to	the	technical	report	for	full	details.	

3 Literature analysis 

 
	

Figure 1. NLP supported automated code compliance checking process. 

Before	2010,	NLP	was	mostly	used	for	similarity-based	regulation	clause	retrieval.	Regulations	
were	 usually	 transformed	 manually,	 and	 the	 research	 focussed	 on	 practical	 representation	
formats.	This	 interest	 goes	back	 to	Fenves	 (1966)	who	used	decision	 tables	 to	encode	design	
requirements.	The	research	interest	reached	a	peak	in	2016	and	has	remained	high	since	then.	
Over	time,	the	technologies	progressed	from	feature-based	algorithms	to	ontologies	to	machine	
and	deep	learning.	Figure	1	shows	the	research	contributions	in	the	various	tasks	of	an	NLP-based	
ACCC	process.	Each	of	these	areas	will	be	detailed	in	the	following	subsections.	

3.1 Document processing 
In	 this	 context,	 document	 processing	 refers	 to	 parsing	 digital	 regulatory	 documents	 by	
performing	actions	 like	de-hyphenation,	 removing	 line	breaks	and	 footnotes,	and	dividing	 the	
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document	into	sections.	Most	NLP-based	ABCC	approaches	like	J.	Zhang	&	El-Gohary	(2017)	and	
Zhou	&	El-Gohary	 (2018b)	used	a	 set	of	 regulation	clauses	 to	create	 their	ground	 truth.	They	
collected	these	clauses	manually	(Zhou	&	El-Gohary	2016b)	or	with	simple	algorithms	applied	to	
regulatory	documents	(Salama	&	El-Gohary	2016,	Zhou	&	El-Gohary	2018b).	Lau	&	Law	(2004)	
was	 the	 only	 study	 to	 focus	 on	 this	 task.	 They	 developed	 a	 parser	 to	 transform	 regulatory	
documents	from	HTML,	PDF,	or	plain	text	into	an	XML	format	and	augmented	the	XML	regulation	
clauses	with	features	like	references,	concepts,	and	exceptions.	The	XML	structure	preserves	the	
inherent	hierarchy	of	the	regulations	and	improves	accessibility	for	subsequent	processing.	

3.2 Preprocessing 
Preprocessing	prepares	the	input	text	for	NLP	models	or	algorithms.	Stanford	CoreNLP	(Manning	
et	al.	2014),	GATE	(Cunningham	et	al.	2013),	and	NLTK	(Bird	et	al.	2009)	were	commonly	used	
for	sentence	splitting,	tokenisation,	morphological	analysis,	and	the	removal	of	stop	words	and	
rare	words.	Domain-speci\ic	preprocessing	was	used	to	deal	with	regulation	speci\ic	traits.	While	
Al	Qady	&	Kandil	 (2010)	 split	 regulation	 clauses	 containing	 lists	manually,	 Zhou	&	El-Gohary	
(2017)	proposed	a	technique	to	remove	quotation	marks	and	text	in	parenthesis,	split	exceptions,	
conjunctions,	and	lists	from	the	clauses,	and	stitch	the	corresponding	heading	and	relationship	
indicators.	The	tokenisation	of	languages	without	word	boundaries	is	more	complex.	Common	
approaches	are	based	on	rules,	statistics,	or	dictionaries.	J.	Zhang	et	al.	(2018)	tokenised	Chinese	
building	speci\ications	using	a	hashed	dictionary	and	a	reverse	maximum	matching	algorithm.	

3.3 Text classification 
Text	classi\ication	techniques	can	be	used	to	\ilter	out	irrelevant	regulation	clauses.	Zhou	&	El-
Gohary	(2016a,b)	classi\ied	the	clauses	into	environmental	topics,	Song	et	al.	(2018)	and	Salama	
&	El-Gohary	(2016)	into	general	ACCC	categories,	and	Le	et	al.	(2019)	and	Hassan	&	Le	(2020)	
into	requirements	and	non-requirements.	Machine	learning	(ML)	was	the	prevalent	technology	
with	a	wide	range	of	experiments	being	performed	to	identify	the	best	algorithms	and	features	
for	the	tasks.	Three	studies	identi\ied	support	vector	machines	as	the	best	suited	ML-algorithm.	
To	 avoid	 feature	 engineering,	 Song	 et	 al.	 (2018)	 used	 deep	 learning	 and	 Zhou	 &	 El-Gohary	
(2016b)	calculated	the	similarities	between	the	vector	representations	of	clauses	and	ontology	
concepts.	Most	of	the	authors	agreed	on	a	100%	recall	target	since	falsely	classi\ied	clauses	can	
cause	 the	 system	 to	 miss	 non-compliant	 building	 speci\ications.	 Salama	 &	 El-Gohary	 (2016)	
showed	that	this	goal	is	achievable	for	binary	text	classi\ication	tasks.	

3.4 Similarity analysis 
A	common	technique	for	clustering	and	information	retrieval	is	to	evaluate	the	similarity	of	text	
based	on	word	stems	or	vector	representations.	Lau	&	Law	(2004)	and	Lau	et	al.	(2006)	used	the	
feature-enriched	 XML	 repository	 described	 in	 Section	 3.1	 to	 calculate	 the	 similarity	 between	
regulation	 clauses	 and	 re\ined	 the	 similarity	 scores	 using	 parent	 and	 sibling	 clauses	 and	
references.	 Cheng	 et	 al.	 (2008)	 leveraged	 the	 relatedness	 analysis	 of	 Lau	 et	 al.	 (2006)	 for	
taxonomy-based	regulation	retrieval.	Song	et	al.	(2018)	introduced	an	expert	support	system	for	
ABCC.	While	 transforming	a	 requirement,	 the	 system	shows	 related	 regulations,	 classi\ies	 the	
clause	by	topic,	and	allows	the	user	to	search	for	nouns	and	predicates	related	to	the	entered	
search	 term.	R.	Zhang	&	El-Gohary	 (2018)	used	unsupervised	ML	 to	cluster	building	codes	 to	
determine	 differences	 in	 complexity	 and	 structure,	 and	 consequently,	 in	 computability.	 They	
identi\ied	seven	requirement	types,	which	vary	in	sentence	length,	the	number	of	independent	
and	dependent	clauses,	missing	essential	 information,	and	 the	existence	of	restrictions.	About	
60%	of	the	sentences	accounted	for	simple	requirements	with	high	to	medium	computability.		

3.5 Feature extraction 
Semantic	 and	 syntactic	 text	 analysis	 can	 be	 used	 to	 determine	 linguistic	 features	 of	 a	 text.	
Structural	features	like	POS	tags,	phrase	chunks,	and	dependency	trees	were	commonly	used	for	
rule-based	information	extraction	(IE).	J.	Zhang	&	El-Gohary	(2012)	compared	the	suitability	of	
phrase	structure	grammar	and	dependency	grammar	for	feature-based	algorithms.	R.	Zhang	&	
El-Gohary	(2019c)	developed	a	neural	network	dependency	parser	(DP)	optimised	for	building	
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codes	 to	generate	 features	 for	a	 rule-based	requirement	unit	extraction.	Using	 the	custom	DP	
instead	 of	 the	 Stanford	DP	 accounted	 for	 an	 overall	 improvement	 of	 2%	 for	 the	 requirement	
extraction.	Wrong	POS	tags	were	a	common	error	source	in	rule-based	IE	(J.	Zhang	&	El-Gohary	
2016b,	Zhou	&	El-Gohary	2017).	Xue	&	Zhang	(2020b)	evaluated	seven	POS	taggers	on	building	
codes	and	identi\ied	word	ambiguities,	rare	words,	and	unique	word	meanings	as	leading	causes	
for	wrong	POS	tags.	Xue	&	Zhang	(2020a)	aimed	to	resolve	this	issue	with	an	error	correction	
algorithm	to	\ix	common	building	code	POS	tag	errors.	They	were	able	to	enhance	the	accuracy	
from	89.4%	to	98.1%.	A	method	to	create	semantic	features	is	semantic	role	labelling	(SRL),	an	
area	with	large	established	data	sets	like	FrameNet	and	PropBank.	SRL	aims	to	label	a	sentence	
with	roles	like	agents	(i.e.	the	acting	entity),	recipients	(i.e.	the	target	of	an	action),	actions,	and	
various	modi\iers	(e.g.	adverb,	 location,	manner,	and	temporal).	Those	roles	are	related	to	the	
information	types	required	for	ACCC.	R.	Zhang	&	El-Gohary	(2019a,d)	labelled	building	codes	with	
semantic	roles	and	used	these	labels	and	syntactic	features	to	automatically	identify	IE	templates.		

3.6 Information extraction (IE) 
IE	is	a	generic	term	for	the	identi\ication	of	semantic	information	elements	(SIE),	requirement	
units,	 events,	 and	 relations	 in	 unstructured	 text.	 IE	 was	 the	 common	 task	 among	 all	 ABCC	
approaches.	 The	 studies	 vary	 substantially	 in	 the	 depth	 of	 IE.	 The	 differences	 range	 from	
extracting	concepts	and	relations	(Al	Qady	&	Kandil	2010,	Fahad	et	al.	2016,	Shi	&	Roman	2017)	
to	the	minimum	SIEs	suf\icient	to	represent	simple	requirements	like	building	element,	property,	
quantity,	 relation,	 and	 function	 (e.g.	 Kwon	 et	 al.	 (2013),	 Niemeijer	 et	 al.	 (2014),	 Emani	 et	 al.	
(2016)),	to	an	extensive	IE	of	around	ten	SIEs	for	complex	requirements	(e.g.	J.	Zhang	&	El-Gohary	
(2016b),	Zhou	&	El-Gohary	(2017),	Xu	&	Cai	(2019)).	Figure	2	shows	a	simple	example	annotated	
with	the	SIEs	de\ined	in	J.	Zhang	&	El-Gohary	(2016b).	Li	et	al.	(2016)	and	Xu	et	al.	(2019)	used	
SIEs	adapted	for	spatial	constraints	prevalent	in	utility	regulations.	The	restrictions	contained	in	
complex	 requirements	were	either	extracted	directly	 (e.g.	 subject	and	quantity	 restrictions	 (J.	
Zhang	&	El-Gohary	2016b)),	determined	as	a	composition	of	SIEs	(Zhou	&	El-Gohary	2017),	or	
the	 clauses	 were	 split	 into	 requirement	 units	 \irst	 (R.	 Zhang	 &	 El-Gohary	 2019c),	 and	 these	
requirement	units	were	the	input	for	further	IE	(R.	Zhang	&	El-Gohary	2020b).	

Figure 2. Simple regulation clause 2.2.1 from Ministry of Business, Innovation and Employment (2014) annotated 

with the SIEs from J. Zhang & El-Gohary (2016b). Annotated with doccano (Nakayama et al. 2018). 

An	early	strategy	for	IE	combined	rules	and	features	created	by	NLP	tools	(e.g.	POS	tags	and	
dependency	 trees).	 Most	 rule-based	 approaches	 used	 gazetteer	 lists	 (i.e.	 ensembles	 of	 \ixed	
terms)	to	extract	some	of	the	SIEs.	These	lists	are	well	suited	for	SIEs	with	little	variation	like	
negations,	 quantity	 units,	 and	 comparative	 relations.	 Although	 gazetteers	 were	 also	 used	 to	
capture	domain	knowledge	(Kwon	et	al.	2013,	Li	et	al.	2016,	Xu	et	al.	2019),	the	use	of	ontologies	
was	the	prevalent	technique	to	represent	domain	concepts	and	their	relations	(e.g.	Kwon	et	al.	
(2013),	Mathot	et	al.	(2016),	J.	Zhang	&	El-Gohary,	(2016b),	Zhou	&	El-Gohary	(2017)).	Ontologies	
have	the	advantages	of	higher	reusability	and	 information	density.	Xu	&	Cai	(2019)	combined	
semantic	and	syntactic	 features	by	using	 frames.	Since	 they	 tested	only	one	 frame	 for	 IE	with	
92.3%	precision,	it	is	unclear	how	well	the	frame-based	IE	performs	with	multiple	frames.	

Starting	in	2019,	researchers	applied	deep	learning	to	the	IE	task	to	address	the	scalability	
limitation	arising	from	rule-	and	ontology-based	approaches.	For	Moon	et	al.	(2019)	and	Zhong	
et	al.	(2020),	a	lack	of	training	data	caused	insuf\icient	results	(i.e.	25.6%	and	73.7%	F-measure).	
R.	 Zhang	 &	 El-Gohary	 (2020b)	 used	 a	 bidirectional	 LSTM	model	 (Hochreiter	 &	 Schmidhuber	
1997)	 in	 combination	 with	 transfer	 learning	 strategies	 to	 address	 the	 lack	 of	 training	 data.	
Transfer	learning	denotes	using	out-of-domain	training	data	or	pretrained	models	and	re\ining	
them	for	the	actual	task.		With	an	F-measure	of	87%,	they	showed	the	potential	of	this	method	
and	outperformed	Moon	et	al.	(2019)	and	Zhong	et	al.	(2020),	but	they	are	far	from	the	best	rule-	
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and	 ontology-based	 approaches	 (i.e.	 95.6%	 and	 97.9%	 F-measure	 in	 J.	 Zhang	 &	 El-Gohary,	
(2016b)	and	Zhou	&	El-Gohary	(2017),	respectively).		

3.7 Information transformation 
After	 IE,	 the	 extracted	 information	 can	 be	 postprocessed	 and	 transformed	 into	 intermediate	
formats	(e.g.	 information	tuples	(Li	et	al.	2016,	J.	Zhang	&	El-Gohary	2016b,	Zhou	&	El-Gohary	
2017),	regulation	trees	(Niemeijer	et	al.	2014),	SWRL	(Fahad	et	al.	2016,	Shi	&	Roman	2017),	
mvdXML	(Fahad	et	al.	2016),	RAINS	(Emani	et	al.	2016),	deontic	logic	(Xu	et	al.	2019))	and	further	
into	 executable	 representations	 (e.g.	 SPARQL	 (Emani	 et	 al.	 2016),	 XSLT	 (Shi	&	Roman	2017),	
Prolog	logic	rules	(J.	Zhang	&	El-Gohary	2015,	Zhou	&	El-Gohary	2018b),	PL/SQL	(Xu	et	al.	2019)).	
The	 intermediate	 formats	 are	 usually	 closer	 to	 the	 original	 regulations	 and	 easier	 to	 read	 by	
humans.	 Several	 review	 papers	 compare	 the	 suitability	 of	 representation	 formats	 for	 ACCC	
(Nawari	&	Alsaffar	2015,	BuildingSMART	2017,	Solihin	et	al.	2019).	With	a	suf\iciently	deep	IE,	
the	transformation	can	be	automated	using	rules	(e.g.	Niemeijer	et	al.	2014,	Emani	et	al.	2016,	Li	
et	al.	2016,	Xu	et	al.	2019,	J.	Zhang	&	El-Gohary	2015).	The	identi\ication	of	missing	or	duplicated	
semantic	information	elements	(SIE)	was	commonly	part	of	this	step.	The	complexity	of	the	rules	
grows	with	the	number	of	SIEs.	J.	Zhang	&	El-Gohary	(2013,	2015)	experimented	with	strategies	
to	deal	with	this	complexity.	J.	Zhang	&	El-Gohary	(2013)	suggests	a	bottom-up	approach,	where	
the	clauses	annotated	with	SIEs	and	syntactic	features	are	traversed	and	matched	against	a	set	of	
patterns.	 J.	 Zhang	 &	 El-Gohary	 (2015)	 performed	 further	 experiments	 using	 the	 bottom-up	
approach.	First,	 they	extracted	 the	eight	 essential	 SIEs	 (i.e.	 no	 restrictions	or	 exceptions)	 and	
transformed	 them	 into	 1,114	 logic	 clause	 elements	 (93.8%	 F-Measure).	 Second,	 to	 extract	
restrictions	 and	 exceptions,	 they	 added	 syntactic	 and	 combinatorial	 information	 tags	 (i.e.	 40	
information	tags).	The	number	of	semantic	mapping	rules	increased	by	460%	to	297.	The	higher	
information	density	allowed	for	F-Measure	improvements	to	98.6%.	

3.8 Information alignment 
With	 the	 progression	 towards	 executable	 formats,	 there	 is	 a	 need	 to	 align	 the	 information	
originating	 from	 building	 codes	 with	 the	 information	 from	 BIM	 or	 geographic	 information	
systems	in	utility	compliance	checking.	J.	Zhang	&	El-Gohary	(2016a)	used	term-based	matching	
and	utilised	WordNet	 (Princeton	University	2010)	 to	be	 able	 to	match	 synonyms.	Zhou	&	El-
Gohary	(2018a)	looked	up	concepts	and	properties	in	ontologies	and	the	buildingSMART	Data	
Dictionary	 (bSDD)	 (BuildingSMART	 2021)	 and	 identi\ied	 the	 \inal	 match	 by	 comparing	 the	
similarity	scores	(98.0%	recall	and	89.2%	precision).	R.	Zhang	&	El-Gohary	(2019b)	concatenated	
general	word	embeddings	with	domain	word	embeddings	to	encode	and	compare	the	concepts	
that	 should	 be	 aligned.	 Additionally,	 they	 used	 supervised	 ML	 to	 align	 relations	 like	 spatial	
composition,	material	constituent,	and	property	and	achieved	an	accuracy	of	77.5%.	

3.9 NLP-based automated code compliance checking (ACCC) 
NLP-based	ACCC	systems	rely	on	NLP	to	automatically	retrieve,	interpret,	and	align	regulatory	
and	 design	 information.	 The	 processed	 information	 serves	 as	 input	 to	 reason	 about	 building	
compliance.	J.	Zhang	&	El-Gohary	(2017)	integrated	information	extraction,	transformation,	and	
alignment	into	a	uni\ied	ACCC	system.	Zhou	&	El-Gohary	(2018b)	added	a	text	classi\ication	step	
to	their	system	to	\ilter	for	relevant	regulations.	While	most	of	the	tasks	were	explained	in	greater	
details	in	the	task-speci\ic	papers,	these	papers	contributed	an	end-to-end	evaluation.	J.	Zhang	&	
El-Gohary	(2017)	achieved	an	F-measure	of	92.8%	in	 \inding	79	non-compliant	 instances	 in	a	
building.	 The	 regulation	 information	 extraction	 and	 transformation	 were	 the	 primary	 error	
sources.	 Zhou	 &	 El-Gohary	 (2018b)	 achieved	 88%	 F-Measure	 to	 extract	 24	 non-compliant	
instances	with	information	alignment	as	the	main	error	source.	The	differences	can	be	explained	
by	the	higher	number	of	restrictions	in	energy	codes	and	the	replacement	of	transformational	
alignment	rules	with	an	explicit	information	alignment	step	in	Zhou	&	El-Gohary	(2018b).	

3.10 Quality assurance 
The	quality	of	the	digital	representations	is	of	high	importance	since	the	ACCC	frameworks	need	
a	 solid	 foundation	 to	 \ind	 acceptance.	While	 most	 studies	 have	 developed	 gold	 standards	 to	
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evaluate	their	approaches,	these	data	sets	varied	widely	in	size	and	quality.	For	example,	R.	Zhang	
&	El-Gohary	(2020b)	evaluated	 their	semantic	annotations	with	30	sentences,	Li	et	al.	 (2016)	
used	30	simple	and	20	complex	clauses	to	test	both	information	extraction	and	transformation,	
and	Zhou	&	El-Gohary	(2017)	used	one	energy	code	chapter	to	test	the	IE	of	659	instances.	In	
many	cases,	there	were	no	details	about	the	labelling	process	(Kwon	et	al.	2013,	Li	et	al.	2016,	Xu	
&	Cai	2019,	R.	Zhang	&	El-Gohary	2020b),	some	studies	had	one	annotator	and	multiple	reviewers	
(J.	Zhang	&	El-Gohary	2015,	2016b,	Zhou	&	El-Gohary	2016b),	and	Zhou	&	El-Gohary	(2017)	had	
three	 annotators	 aiming	 for	 full	 annotator	 agreement.	 J.	 Zhang	&	 El-Gohary	 (2016a)	 added	 a	
manual	 review	step	 to	assure	 the	quality	of	 the	extracted	 regulation	concepts.	R.	Zhang	&	El-
Gohary	(2020a)	leveraged	natural	language	generation	(NLG)	to	recreate	building	code	sentences	
from	the	extracted	SIEs.	The	NLG	metrics	BLEU	(Papineni	et	al.	2002)	and	ROGUE	(Lin	2004)	were	
used	to	evaluate	the	quality	of	the	SIEs.	Both	metrics	measure	the	overlap	of	n-grams.	Since	BLEU	
is	precision-based	and	ROUGE	 is	recall-based,	 these	metrics	complement	each	other	well.	The	
achieved	scores	between	73%	and	86%	were	interpreted	as	good	comprehensibility.	

4 Gaps in research 
The	data	extracted	and	categorised	based	on	Table	2	was	analysed	to	identify	eight	research	gaps	
described	 in	 the	 following	 subsections.	 Underrepresented	 tasks,	 differences	 in	 the	 extracted	
information	types	and	representation	 formats,	 the	utilised	domain	knowledge,	and	 \inally,	 the	
evaluation	results,	limitations,	and	error	sources	are	the	primarily	re\lected	gap	categories.	
Gap	1:	Insuf,icient	regulation	context	
Current	 approaches	 do	 not	 take	 advantage	 of	 the	 full	 context	 of	 clauses,	 instead	 focusing	 on	
individual	clauses	as	standalone	entities.	Consequently,	the	connection	to	the	original	document	
structure	 is	 lost,	 and	 relevant	 information	 like	 de\initions,	 instructions	 on	 how	 to	 apply	 the	
regulations,	and	restrictions	inherited	from	parent	provisions	are	neglected.	First,	the	document	
structure	and	non-requirement	text	should	be	preserved	in	the	representation	format	to	improve	
the	accessibility	of	this	information	(e.g.	LegalDocML	and	LegalRuleML	in	Dimyadi	et	al.	(2020)).	
Subsequently,	this	contextual	knowledge	could	be	utilised	for	the	semantic	interpretation.	
Gap	2:	No	public	data	sets	
Currently,	there	are	no	public	benchmark	data	sets	for	the	information	extraction	from	building	
codes.	The	only	benchmark	data	sets	are	for	text	classi\ication	(Zhou	&	El-Gohary	2016a,	Hassan	
&	Le	2020)	and	POS	tagging	(Xue	&	Zhang	2020b).	Since	most	studies	vary	in	test	data,	extracted	
SIEs,	and	representation	formats,	a	direct	comparison	is	not	possible.	Many	of	the	test	sets	were	
relatively	 small	 and	 without	 meta-data	 about	 labelling	 processes.	 A	 trustworthy,	 diverse,	
accepted,	and	open	data	set	could	enhance	comparability	and	competition	among	researchers	
worldwide	and	allow	research	teams	to	progress	faster.	Therefore,	the	data	set	should	be	quality	
assured	and	cover	different	normative	texts	(e.g.	codes,	standards)	from	multiple	jurisdictions,	
re\lecting	the	differences	between	performance-based	and	prescriptive	building	codes,	and	the	
complexity	of	clauses	should	be	balanced	(R.	Zhang	&	El-Gohary	2018).	
Gap	3:	Agreement	on	complete	representation	requirements	
The	examined	studies	do	not	agree	about	the	information	required	to	fully	represent	a	regulation	
and	 enable	 ACCC.	 Most	 studies	 differed	 in	 the	 extracted	 semantic	 information,	 and	 the	
representations	 used	 for	 NLP-based	 ACCC	 were	 often	 specialised	 for	 quantitative	 or	 spatial	
requirements.	 BuildingSMART	 has	 a	 working	 group	 addressing	 this	 issue,	 which	 requires	
international	consensus.	BuildingSMART	(2017)	identi\ied	the	interoperability	between	formats,	
missing	world	knowledge,	 representing	conjunctive	and	disjunctive	 relations	duplication	 free,	
dealing	with	uncertainty,	and	incorporating	checking	methods	as	the	main	technical	issues.	
Gap	4:	Enabling	scalable	information	extraction	with	exceptional	performance	
More	research	is	required	to	enable	scalable	and	high-performing	deep	IE.	The	frequently	used	
ontologies	 and	 rules	were	 developed	manually	 or	 semi-automatically	 and	 specialised	 to	 sub-
domains.	Unknown	terms	(Li	et	al.	2016),	implicit	knowledge	(Zhou	&	El-Gohary	2017,	Xu	et	al.	
2019),	missing	rules	(Li	et	al.	2016,	J.	Zhang	&	El-Gohary	2016b,	Zhou	&	El-Gohary	2017),	complex	
sentence	structures	(Li	et	al.	2016,	J.	Zhang	&	El-Gohary	2016b),	and	errors	made	by	NLP	tools	
(Li	et	al.	2016,	J.	Zhang	&	El-Gohary	2016b,	Zhou	&	El-Gohary	2017)	were	identi\ied	as	common	
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error	sources.	One	way	of	dealing	with	these	limitations	was	to	implement	deep	learning-based	
IE,	but	the	performance	of	these	approaches	has	not	yet	caught	up	with	rule-based	methods.	Much	
of	the	recent	successes	in	NLP	can	be	af\iliated	with	large	transformer-based	models	like	BERT	
(Prasanna	et	al.	2020).	Consequently,	we	expect	improved	IE	results	by	leveraging	transformer-
based	architectures	and	pretrained	language	models	(Nguyen	et	al.	2020).	
Gap	5:	Enabling	scalable	information	alignment	with	exceptional	performance	
Scalability	 and	 ambiguity	 issues	 with	 ontology-based	 methods,	 and	 low	 performance	 and	 a	
limited	 selection	 of	 IFC	 concepts	 in	 the	machine	 learning-based	 approach	 cause	 demand	 for	
further	 research	 on	 information	 alignment.	 Zhou	&	 El-Gohary	 (2018b)	 identi\ied	 information	
alignment	 as	 the	 main	 error	 source	 in	 the	 end-to-end	 tests.	 Especially,	 super-concepts	 and	
restrictions	were	challenging	to	identify.	We	suggest	pretrained	models	re\ined	on	domain	text	
and	combined	with	structured	domain	knowledge	(e.g.	bSDD)	for	future	development.		
Gap	6:	Expanding	beyond	quantitative	textual	requirements	
Only	a	few	researchers	covered	existential	and	qualitative	requirements,	and	no	study	could	deal	
with	tables	and	\igures	in	codes	and	standards.	Although	tables	have	the	advantage	of	being	in	a	
structured	 form,	 they	are	often	highly	nested	and	complex.	For	a	 reliable	 transformation,	one	
needs	to	take	the	corresponding	provision,	the	table	caption,	the	headers,	the	entry	formats,	and	
more	into	account.	Finally,	the	interpretation	of	\igures	represents	the	most	challenging	problem	
since	 they	 contain	 textual	 and	 visual	 information.	 More	 evaluation	 is	 required	 to	 determine	
whether	an	automated	or	semi-automated	process	is	viable	or	exceeds	the	cost-bene\it	ratio.		
Gap	7:	Incorporating	complex	requirements	
Most	 of	 the	 IE	 approaches	 could	 not	 deal	 with	 the	 entire	 complexity	 of	 regulations	 (e.g.	
restrictions,	conjunctions,	exceptions,	lists,	cross-references,	etc.).	Splitting	exceptions,	lists,	and	
other	 conjunctions	 into	 separate	 clauses	 (Zhou	 &	 El-Gohary	 2017)	 and	 breaking	 down	 the	
regulations	into	requirement	units	to	comprehensively	interpret	restrictions	and	identify	their	
relationships	(R.	Zhang	&	El-Gohary	2019c)	encompass	the	scope	of	this	task.	Especially,	the	non-
quantitative	characteristic	of	most	restrictions	needs	more	consideration	in	the	future.		
Gap	8:	Standardising	quality	assurance	
Besides	 using	 test	 sets,	 the	 manual	 review	 of	 extracted	 concepts,	 and	 the	 generation	 of	 the	
original	text,	there	was	no	research	on	quality	assuring	the	transformed	regulations.	Since	the	
performance	 requirements	 for	 the	 digitalisation	 of	 regulations	 are	 exceptionally	 high,	 it	 is	
unknown	whether	an	NLP	approach	can	ever	achieve	a	quality	that	will	be	acceptable	for	of\icials.	
As	 a	 large	 percentage	 of	 the	 effort	 lies	 in	 the	 nonrecurring,	 initial	 creation	 of	 a	 digital	
representation,	we	suggest	keeping	the	human	in	the	loop	by	integrating	the	code	transformation	
with	a	manual	review,	active	learning,	and	ultimately	with	the	rule	authoring	process.		

5 Conclusion 
The	prevalent	NLP	approaches	surveyed	here	are	based	on	structural	features,	ontologies,	and	
rules.	 Although	 performing	well,	 they	 are	widely	 considered	 to	 have	 low	 scalability	 and	 high	
reliance	on	the	quality	of	the	rules	and	knowledge	bases.	Machine	learning	has	been	explored	to	
\ill	 the	 gap,	 but	 these	 studies	 have	 not	 reached	 the	 accuracy	 of	 rule-based	 approaches.	 The	
scarcity	 of	 training	 data,	 the	 lack	 of	 open	 data	 sets,	 and	 the	 disagreement	 about	 a	 suitable	
representation	 for	 building	 regulations	 are	hindrances	 to	 rapid	 improvement.	However,	 deep	
learning	 is	 a	 \ield	 of	 rapid	 improvements.	New	discoveries	 are	made	 frequently	 and	open	up	
opportunities	to	address	some	of	these	problems.	Future	research	should	target	a	high-quality	
translation	of	various	normative	building	documents,	 including	 textual,	 tabular,	 and	graphical	
requirements.	Such	a	translation	system	provides	the	foundation	for	integrating	the	development	
and	maintenance	of	a	digital	regulation	in	the	rule-authoring	process.	
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